Lecture 05. Probability Distributions

* A distribution is a mathematical function used to describe
(model, modeling) a set of observed data.
* A random variable is a function defined on a set of events,

and takes real value.

Example 1. For tossing a dice one time, let A={odd}, and B={even}.
And if you get an odd at one tossing, you win 1 dollor; otherwise
you loss 1 dollor. It is of course a fair game if the dice is ‘fair’!
That means, if we denote X as a random variable representing the
money that you win or loss, then X(A)=1, and X(B)=—1. [Note
that, in this case, B=A®, which implies A UB=().] The function X
thus defined is called a discrete random variable; it only takes
values 1 and —1. Moreover, The ‘probability distribution’ of X is:
P(X=1)=0.5 and P(X=-1)=0.5, because we have just claimed that
the dice is fair.

Example 2. Let F(-) denote a population with size 10°. It comprises
people who are older than 50 years of age. If we denote w to be a
sample point representing an sampled individual, and X(w) is
her/his measured systolic blood pressure. X( - ) is suitably to be
viewed as a continuous random variable, and the probability
distribution of X is a continuous function, say, f(x), which satisfies
the following properties: (1) f(x)>=0, for -co<x<oo, (2) If we define
the ‘support’ S of f( + ) as S={x:f(x)>0, x is in R}, then § sf(x)dx=1,
and F(x)= § *f(u)du. As stated in a previous lecture, f(x) is called
the probability density function (pdf), and F(x) the cumulative
distribution function (cdf) with dF(x)/dx=f(x).

The Bernoulli distribution Ber(p)
Formulae
Tossing a coin, Pr(Head)=p, Pr(Tail)=1-p
Random Variable X
DEE. :

If ‘Head’, then “+1”; if ‘Tail’, then “+0”. We have

P(X=1)=p; P(X=0)=1-p; 0<p<1; or,

P(X=x)= p*(1-p)'™; x=0,1, 0<p<l1. (**)

Alternatively, if ‘Head’, then “+1” (or “a” ; if ‘Tail’, then

“-1” (or “b”); the distribution will be written as:

PX—xp"! (1-p "% x—1.1, 0-p-1.

Without loss of mathematical generality, we usually use
formula (**), because it is easy to transform the problem

into any “a” and “b”.

In order to check that it is a probb. distribution:

S p'(-p)=(1-p)+p=1
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Example 3
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Comment:

In most of the cases, the probability of a concerned event differs if
the definition of that event varies with different populations, time,
space, or other characteristics. For example, the probability of
becoming as an incidence case of breast cancer depends on the
‘age’ of a female individual, as well as on her lifestyle, family
history, genetic susceptibility, etc. Further, a male lung-cancer
patient’s 3-year survival also depends on his personal
characteristics; including past history of cigarette smoking or
relevant exposure, occupation, genetic factors, cancer’s stage, and
many others.

So, the problem is complicated, which usually necessitate a

complicated analysis tool and statistical ‘model’ to explore it.

Expectation and Variance (¥ ¥ €7 % £ #) of a
Bernoulli random variable: X~Ber(p)
EX =1 - P(X=1)+0 « P(X=0)

1:pib:(1p) p

Var(X)=E[(X-EX)’|=E(X’-2¢XEX+[EX] %)

= E(X?)- 2.EX-EX+H(EX)’

=E(X*)-(EX)’,

P(X=1)+07+P(X=0)= p

but E(X})=

o

.. Var( X)=p-p2 = )




The Binomial Distribution
Notation: Bin(n,p)
Question
If there are n independent Bernoulli trials
Xy, =1 (probb.=p); =0 (probb.=1-p)
X,, =1 (probb.=p); =0 (probb.=1-p)

X,, =1 (probb.=p); =0 (probb.=1-p)

+) ¥ X=272?

ANS:
P( X X=0)=(1-p)(1-p)(1-p)...(1-p)
P(XX=1)= p (I-p)(1-p)...(I-p)*
(1-p) p (1-p)...(1-p)+
(1-p)(1-p) p (1-p)...(1-p)+
....... + (1-p)(1-p)...(1-p) p
=np'(1-p)™"
=nC, p'(1-p™’
..., it can be derived similarly for other values of > X;

Formulae

P(X Xi=x) = nC, p*(1-p)"*, x=0,1,2,...,n; 0<p<1
In order to check that it is a probb. distribution:
ZnC,p'(1-p)" =(p+(1-p)" - - S ER
=1 3 A7 i deds RS R AT ]

Figures
(See Fig. 7.2~7.4 for various n and p configurations.)
Tables

(See Table A.1.)

Example 4 (homework !)
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Remark. For the 3rd problem, it is of course difficult and even

not possible to calculate the probability of a binomial variable,

when n is really large. In regard, an approximation (or

called ‘normal approximation’) which borrow strength of the

well-known central limit theorem (CLT) will be employed to

solve the problem. See the next lecture for further details.




Expectation and Variance of a binomial variate The Poisson Distribution

Let Y=X X;~Bin(n,p), Assumptions
EY=E(Z X)) =EX)+EX)+..TE(Xn) (See Sec.7.3)
PP Example 5

(See what follows for a more dedicated derivation)
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Y ~ Bin(n.p) * 3-BIR AR A FARL B
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or Ply=0+Ply=1+Ply=2)+... +Ply=n)=1(%2)
= E(}) = i v P(Y =y), by definition,

= Figure

e |
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v 73,'(””; T 2 Table (See Table A.2)
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= on—1)n X~Poisson(2) ; Poi()

= mp"(l —pl* ="' .p, by seftingy —1=x

P(X=x)=e"\Y/x!, x=0,1,2,3,...;2>0

lpx(l —p)™7F, by settingn —1=m

In order to check that it is a probb. distribution:

|
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Var(Y)=Var(X X;) =Var(X;)+Var(X,)+...+Var(X,),

if X1,X5,...,X,, are mutually independent Expectation and Variance
= p(1-p)+p(1-p)+...+p(1-p) =np(1-p).
(More detailed derivation is omitted here, but will leave as a

home work.)




Normal (Gaussian) Distribution
FRAT  3HAF

Figure

Table

n-2c pt2e

Formulae
f(x)=[1/6N2n)]exp[(x-p)/-267]
In order to check that f(x) is a p.d.f. (probability
density function), note that | f(x)dx=1.
Expectation and Variance
EX)=] xf(x)dx=p
Var(X)=E[(X-EX)?]
= E[(X-p)’]
=E(X%)-(EX)*
=EX%)- 1’
=/ x(x)dx- p’
=(n*+¢%) - 0’

2
=0

Characteristics
1. Bell-shaped (4354 % )
2. Symmetric about the mean p (¥+£14)
3. mean=median=mode
4. If X~Normal (p, %), or simply N(p, o),
P(p—o<X<p+o0)=0.68
P(p—20<X<p+20)<0.95
Standardization:
7=X-p/o
f(z)=[1/N@2n)]exp[z*/-2]
(See Figures 7.8~7.11)
P(-1<Z<1)=0.68 (exactly, =0.6826)
P(-2<Z<2) = 0.95 (exactly, =0.9544)
Moreover,
P(-1.96<7<1.96)=0.95
P(-1.645<Z<1.645)=0.90




